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Abstract

Scaling the distribution of automated vehicles requires
handling various unexpected and possibly dangerous situ-
ations, termed corner cases (CC). Since many modules of
automated driving systems are based on machine learning
(ML), CC are an essential part of the data for their develop-
ment. However, there is only a limited amount of CC data in
large-scale data collections, which makes them challenging
in the context of ML. With a better understanding of CC,
offline applications, e.g., dataset analysis, and online meth-
ods, e.g., improved performance of automated driving sys-
tems, can be improved. While there are knowledge-based
descriptions and taxonomies for CC, there is little research
on machine-interpretable descriptions. In this extended ab-
stract, we will give a brief overview of the challenges and
goals of such a description.

1. Introduction

Corner cases (CC) are data that occur infrequently or
represent a critical situation and are only available in
datasets to a limited extent, if at all. However, for ma-
chine learning (ML), CC are important as they are required
for training, verification, and improved performance of ML
models during inference within automated driving systems.

While automated vehicles will always encounter new
CC, it is crucial to have training data with a wide variety
of scenarios [18], including CC. This way, failures and un-
expected behavior of ML models during inference can be
reduced. Such failures can occur on several levels of the
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Figure 1: ML pipeline in automated driving with an empha-
sis on corner cases and their relation to data and ML models
based on corner case descriptions.

system, such as missing detections or incorrect behavior
predictions [16]. To achieve a good online performance of
automated driving systems, it is necessary also to consider
the previous offline development steps, such as dataset engi-
neering. Since CC play a crucial role in both fields, corner
case descriptions (CCD) act as a basis.

CC can be described either by experts or directly by the
limits of a method [16]. On one hand, they can be divided
into the sensor layer, content layer and temporal layer.
Sensor-layer CC are directly connected to a sensor, e.g.,
dead pixels. The content layer ranges from domain shifts
and object-related CC to events on the scene1 level. Finally,
the temporal layer includes all scenario-related CC.

On the other hand, method-layer CC occur when an ML
model reaches its limits, as when failures occur due to insuf-
ficient model knowledge caused by incomplete training data
[16]. Even models as DeepXplore [26], which automati-
cally create CC, are unable to create descriptions of those.

Describing CC with a proper description language and
using those descriptions are fields with many challenges and
applications. CCD are necessary for different aspects of the
offline development pipeline in automated driving and the
subsequent online validation and deployment tasks.

A major research question is how to provide a valid de-
scription of CC in co-existence with established scenario

1We follow the definitions of scene and scenario by Ulbrich et al. [31],
where a scene is a snapshot, and a scenario consists of successive scenes



description languages. This can be useful in offline appli-
cations to develop automated driving systems: First, exist-
ing data can be automatically described based on a CCD,
including the coverage of datasets in respect to CC. Valid
descriptions of CC are necessary to generate synthetic data
or to record real data. Subsequently, CCD can be utilized
for online applications. In the validation of automated driv-
ing systems, CCD can simulate variations of certain CC to
cover as many variants of a situation as possible. During
the deployment of automated vehicles, perception and fu-
sion can benefit from such descriptions to determine which
sensors are best equipped to detect certain CC, or even serve
as an interface to the prediction or planning tasks.

An insight into how we envision CC within a description
language is shown in Figure 1. Scenarios, either concep-
tual or from the real world, are embedded within the data
recorded by sensors. Only here can CC be detected. An
ML model to perform perception tasks might fail online on
CC data, but can be improved, if CC can be detected and
properly understood. Therefore, CCD have the potential to
increase the performance of ML models.

Such a CCD comprises various aspects, some of which
are already contained in established scenario description
languages [4, 25]. However, there are significant research
gaps regarding CCD which we discuss in the following.

Our contributions of this extended abstract are: We pro-
vide an overview over the state of the art of multiple re-
search areas related to CC and CCD. We formulate six re-
search questions to outline topics for future work, and de-
scribe the potential of CCD based on three use cases in re-
gard to our research questions.

The remainder of this article is structured as follows:
Section 2 provides an overview of related research. Sec-
tion 3 formulates our research questions. Section 4 includes
use cases. Finally, Section 5 provides a summary and an
outlook.

2. Related Work
So far, CCD have received little attention in research.

However, they have many connections to other research ar-
eas, such as scenario descriptions, which are used in val-
idation processes to generate suitable validation scenarios,
and are currently limited in their ability to describe CC. In
addition, there are related research areas such as CC detec-
tion, generation, and dataset engineering that benefit from
established CCD.

2.1. Scenario Description

In the field of automated driving systems, all real world
data is embedded into scenarios, even though CC can also
occur and be detected on lower levels [16]. Scenarios can
be described on different levels of abstraction, namely func-
tional, logical and concrete [23]. In the following, we will

give an overview of scenario descriptions as we aim to com-
bine existing scenario descriptions with a CCD. Since every
CC stems from a scenario, as shown in Figure 1, scenario
description is the field with the closest relation to CCD.
Here, the basic entities in a scene are described by con-
crete scenario description languages. A CCD expands on
this and describes the CC, based on the categories of [16].
One example might be to classify a scene or scenario by a
CCD with a level, a type, and a machine-interpretable de-
scription, including relevant entities.

2.1.1 PEGASUS Layer Model

The PEGASUS model [25, 32], a generic description model
for automated driving scenarios, contains six layers, rang-
ing from road-level to digital information. The first layer
deals with road geometry and its characteristics, while
the second layer includes traffic infrastructure. Temporary
modifications are considered in the third layer, such as mov-
able road infrastructure. All other movable objects, ve-
hicles, and vulnerable road users (VRU) are described in
the fourth layer. Environmental influences, e.g., weather,
are summarized in the fifth layer. Finally, the sixth layer
deals with digital information and describes V2X (Vehicle-
to-everything) information and digital maps. The language
aims to describe scenarios on all three abstraction levels
[23].

2.1.2 Open Scenario & Open Drive

The key feature of OpenScenario is to describe traffic sce-
narios consisting of multiple actors, focusing on concrete
scenarios. Thereby, the temporal succession of actions such
as an overtaking maneuver is clearly described. A standard
for the scenario description is presented in ASAM Open-
Scenario [4]. However, OpenScenario does not provide a
driver model or advanced motion dynamics for vehicles.
ASAM OpenDrive [3] is a standard and describes the road
network, which contains the road geometry, lanes, and sig-
nals. The surface profile of the road is standardized within
ASAM OpenCRG (Curved Regular Grid) [2]. Combining
these components, automated in-the-loop vehicle simula-
tion of dynamic and static content is possible.

2.1.3 Ontology-Based Descriptions

Ontologies have the ability to inherit structure and terminol-
ogy from taxonomies to describe relations, attributes, and
general concepts of and between classes. As shown in [14],
their representations can vary from meta-levels to very de-
tailed, even perception-related attributes and therefore seem
suited for all levels. As demonstrated in [22], they can be
used to describe traffic scenes, including temporal context.



This way, dynamic objects and details about their configura-
tions, intentions, and information about the road layout can
be combined for a holistic scenario description. Once an
ontology is designed, instances can be created to describe
concrete situations.

2.1.4 Operational Design Domain

An operational design domain (ODD) describes the operat-
ing domain of an automated driving system, that has been
designed to limit the situations that possibly occur. This
can act as a baseline to take into account combinations of
possible operating conditions during validation [21]. Mor-
phological boxes, also called zwicky boxes, provide a pos-
sibility to describe an ODD using possible dimensions, i.e.
relevant features, and corresponding attributes, i.e. value
ranges [5, 15]. Describing CC in an ODD is difficult as
many per definition would not be included in the descrip-
tion in the first place. In the case of zwicky boxes, combina-
torial anomalies can be created, but, e.g., any CC based on
temporal context is out of range for the description.

2.2. Corner Case Detection and Generation

The safety of automated driving functions depends
highly on reliable CC detection both for curating suitable
training and test datasets and as an online alert system.

Corner Case Detection: Depending on conceptual lev-
els [16, 8], different CC exists and, hence, implicating dif-
ferent detection methods. Certain types of CC can be de-
tected from single image frames, such as physical-level CC,
e.g., glare situations [17, 12], or content-layer CC, e.g., un-
known objects in the traffic situation [33]. Temporal-layer
CC encompass an entire time span. Hence, detection meth-
ods need to take temporal data into account, such as video
sequences [7]. Such detection systems typically provide
metric-based assessments of situations, such as shown in
[8]. Such metrics, without a context, typically do not con-
tribute to an improved understanding of the situation. A
CCD is a potent tool to embed such metrics in a context.

Corner Case Generation: CC generation strategies can
be divided into the classes model-based, data-driven and
scenario-based [29]. Tuncali et al. [29] propose a model-
based generation method that is able to generate CC based
on a combination of covering arrays and requirement fal-
sification methods. Chou et al. [10] propose a similar
system, which determines corner case situations for an au-
tomated vehicle which are critical, but not impossible to
handle. Data-driven methods, such as shown in [24], rely
on existing datasets and samples from the available data.
Möller et al. [24] generate potential CC by learning a la-
tent space based on available data and subsequently gen-

erate out-of-domain scenarios, which are still close to the
actual in-distribution samples and therefore likely to be re-
alistic. Finally, scenario-based methods mostly utilize de-
scriptions of experts or compiled within accident reports.
Pretschner et al. [27] propose a simulation-based heuristic
search to generate similar scenarios as shown in [10], which
are basically critical, but do not necessarily lead to a colli-
sion. [19] shows a methodology, which samples CC based
on an ontology, which describes the environment of a ve-
hicle. CC generation is dependent on sufficient and precise
CCD to generate suitable data.

2.3. Dataset Engineering

As dataset engineering, we identify the task of putting to-
gether a suitable dataset for the underlying perception func-
tion. When recording new data, CCD can either act as a
trigger a recording during fleet operation [18] or as a formal
description for controlled records. When considering exist-
ing datasets, the challenge is to describe them, quantify their
coverage, and measure their diversity. Sadat et al. [28] de-
fine various complexity measures for dataset diversity, tak-
ing into account the relevance of certain traffic situations. In
active learning, one selects interesting data for additional
labeling to keep costs of labeling low. As an example of
using CC in this research area, Dhananjaya et al. [12] ap-
plied active learning for weather-related CC. In contrast to
general dataset coverage, such active learning methods are
based on the underlying model [28]. CCD can aid the task
of dataset engineering as they give a way to describe the CC
coverage of a dataset and to filter for certain CC. This then
allows determining the CC coverage of ML models based
on their training dataset.

3. Research Questions
The concept of CCD has to overcome various challenges

before it can leverage its full potential. We summarize these
points with the following research questions (RQ), focusing
on the description itself, followed by offline and subsequent
online applications.

Description (RQ1): How to describe CC on different
levels of abstraction? – Heidecker et al. [16] present a
high-level categorization of CC in different layers and
levels. We aim to combine this with a concrete scenario
description language, as outlined in Section 2.1, or meta-
data to build a complete description of CC. This makes
it possible for us to use existing elements of scenario
description languages, which describe the scene in its basic
elements. We believe an add-on should expand on this
and address the CC, whereby we differentiate between the
categories of [16] in the description, and then specifying
the details. To improve and complete the description
languages, data-driven approaches should be utilized, e.g.
adding missing object classes. Based on a CCD, we see




