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Semantic search for images
The processing of large image data sets has 
become a key competence in the development 
of driver assistance systems. In this context, it 
is important to have an automatable and 
versatile approach to search these data sets. 
We analyze the use of a state-of-the-art neural 
network to embed text and images in a vector 
space. This approach enables semantic 
searchability with an understandable text-
based description. In our experiments, we 
show how the method can be used in the 
development of driver assistance systems.

CLIP
We investigate whether CLIP [2], a state-of-the-
art network, can be used to solve this problem. 
CLIP is able to represent images and texts as 
vectors. CLIP was trained in such a way that 
similar vectors represent semantically similar 
images and texts. During the search, images 
are queried with text or image input. The 
corresponding CLIP encoder transfers the input 
into a vector representation. The search is then 
performed by finding similar image vectors in 
an initially built vector database.

Search options
With this method it is possible to search for 
similar images. But it is also possible to search
for situational knowledge or partial aspects of
an image by creating a textural prompt. This 
process can be supported by WordNet [4] 
where interrelated words are connected in a 
graph.
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Figure 4: Overview of the proposed method for textual and image-based search of similar images [1]
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Figure 2: Training of CLIP [2] with a joint latent space for images and 
text descriptions

Figure 3: Selection of images found in the BDD100k data set [3] with 
our method when starting with the word carriage and searching for 
linked words in WordNet [4] [1]
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Figure 1: Creation of the CLIP [2] data set
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