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Motivation
Amodal perception means to recognize the full 
shape of (partially) occluded objects. In 
automated driving this is crucial for safe 
environment perception. We will train amodal 
and visible semantic segmentation separately 
and jointly. We find that joint training can 
improve both tasks.

Proposed Joint Training Method

Amodal Cityscapes Challenge:
Amodal Cityscapes [1] training set dcsv
Amodal Cityscapes validation set
Evaluation on Cityscapes [2] validation set DCS
and Amodal Cityscapes test set DCS
Evaluation metrics: mean intersection over
union for visible pixels (mIoU) and mean
intersection over union for invisible (occluded)
pixels (mIoUinv)

Experimental Results: 

Especially for vulnerable road users (person, 
rider) the joint training method improves the 
mIou . Detailed results for per-class           
and mio are in the paper [3].

Qualitative Results of the Joint Training
Figure 2 shows the qualitative predictions for 
mobile objects. Mobile objects are all objects 
with the ability to move, e.g., person, rider, car. 
We especially visualize the relevant parts, i.e., 
the insertion of the amodal prediction into the 
predicted mobile objects. We see that the 
occluded person behind the car is anticipated 
by the joint training and the full person shape 
is recovered.

Conclusions:
All methods allow the prediction of separate 
classes (as opposed to groupwise settings). 
Single-task amodal semantic segmentation 
improves amodal performance. Joint training 
improves both amodal and visible semantic 
segmentation.
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Figure 1: Training methods:       only visible,       only amodal, and    
joint training. Network choice: ERFNet  
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Figure 2: Qualitative results of the joint training method showing that the full shape of the person occluded by the car can be recovered. 
The rider cannot be anticipated from just the head. 

Encoder

1 2 3

Method

62.99% 5.00% 67.21% *

20.16% 36.48% 21.00% *

(ours) 63.32% 43.32% 68.35% *

Table 1: Performance of              ,               , and                  on             and 
dcs (training on            for 120 epochs). Best results are shown in bold.
* cannot be calculated due to missing ground truth.
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