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Challenge & experiment setup

DNNs need large amounts of training data to 
ensure good accuracy and robustness. While 
the synthetic images produced do not seem to 
require annotation effort, their effectiveness in 
properly feeding DNNs remains to be proven.
The aim of this work is about exploring the 
potential of synthetic data, in particular the 
capacity to overcome the lack of real data.

In order to limit the scope of our study, we 
have chosen to focus on instance 
segmentation. To perform this task, we use a 
Mask R-CNN architecture to which we add the 
PointRend module [1]. We use a real
(Cityscapes [2]) and a synthetic (Synscapes [3]) 
data set for the network training. 
The Synscapes data set was designed to be 
similar in structure and content to the 
Cityscapes data set. Nevertheless a pre-
processing in label harmonization and non-
valuable instance removing from synthetic 
images is needed, before training and 
evaluation is possible on both data sets. 
Cityscapes contains only 3475 images, while 
Synscapes contains 25000 images.

Data set mixing strategy

The principle of our approach is simple. As we 
have so far made our two data sets as similar 
as possible, there is no more concrete 
incompatibility, for the network, to learn both 
synthetic and real images at the same time. 
Although domain shift is still a reality, each 
image, real or synthetic, contains valuable 
features for the network performance and 
robustness. For these reasons, we mix real and 
synthetic images together, to create a single 
training data set. During the training, we do 
not make any process distinction between real 
and synthetic images. 

Table 2 shows that the network obtains a 
performance up to 40.9% for a 50 epoch 
training on a mixed data set containing 
Cityscapes and Synscapes in their entirety. 
This data set mixing strategy overcomes the 
current performance of the PointRend module 
on Cityscapes.
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Table 1: Baseline performance of the network, measured in mean
Average Precision
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Synscapes 31.6% 12.9%

Cityscapes 11.8% 35.7%
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Figure 1: Processing steps for the use of synthetic data. On the left, the pre-processing steps: labeling harmonization regarding class definition and 
non-valuable synthetic instance removal. On the right, different training approaches (real-world training, mixed data set training, fine-tuning, 
synthetic training) and their performance obtained on Cityscapes (blue) and  Synscapes (orange)

Table 2: Average precision obtained on real images against amount of 
synthetic images
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