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Objective:
• Synthetic data is typically more accessible 

and cost-effective for annotation
• Combine real and synthetic data for 

robustness and generalization

Batch-wise mix training:
• Mainstream mix training starts with pre-

training using synthetic data, followed by 
fine-tuning the model with real-world 
image, often referred to as “epoch-wise” 
mixing.

• This work package primarily focuses on 
“batch-wise” mixing, which involves 
combining real and synthetic images within 
the same training batch.

• Non-convex optimization is challenging in 
high-dimensional spaces. Even minor 
adjustments can lead to significant 
variations in results.

• We have the flexibility to adjust the mixing 
ratio as shown in Fig. 1.

• We can also tune the weights of the loss 
function from both data sources:
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝒳𝒳,𝒴𝒴 = 𝛼𝛼 ) 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿!"#$ + 𝛽𝛽 ) 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿%&'()

Working model:
• We work on multi-modal 3D bounding box 

detection for pedestrian, the pipeline can 
be seen in Fig. 2.

• Bird-Eye-View (BEV) feature: both camera 
input and Lidar input are encoded into BEV 
features. 

• CenterNet: 3D bounding boxes will be 
predicted from the BEV features using 
CenterNet architecture.[1]

Results on KI-DT + KI-A data:
We use KI-DT data as real-world input and KI-A 
data as synthetic input.
Here are three training strategies:
• Pure: only use real-world dataset training
• Constant ratio: constant 0.5 mixing ratio 

between synthetic and real-world data
• Increasing ratio: increasing mixing ratio 

from 0.2 to 1 between real-world data and 
synthetic data

We are focusing on pedestrian detection, 
where the common Intersection over Union 
(IoU) thresholds are 0.3 and 0.5. Consequently, 
we compare the results in the following table:
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Figure 1: We randomly combine various real-world and synthetic images into each batch during training. The mixing ratio is a hyperparameter 
that can be adjusted. The validation batch can adhere to the same strategy as the training batch. However, our primary focus is on the test 
performance with real-world data, so the test batch exclusively contains real-world data. (© BMW)
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Figure 2: Multi-modal 3D pedestrian detection using Lidar and camera input (© BMW)

IoU Pure Constant 
ratio

Increasing 
ration 

0.3 0.26344 0.23813 0.33197 

0.5 0.09862 0.08525 0.13570 
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