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Why do we use real data for augmentation?
This work tries to avoid the domain gap
between generated and real data. It was shown
that trained networks can easily spot gene-
rated data [1]. This implies, e.g. an object detec-
tion network can easily find systematic diffe-

rences between real and generated pedestrians.

If 1t finds such a shortcut, the object detec-
tion performance wouldn‘t improve for real
pedestrians. The usage of real pedestrians for
augmentation hinders the network to learn
generated features and forces it to focus on the
given task.

Pipeline overview

The images are taken from the Cityscapes
Dataset [2]. As shown in Fig.1 the augmenta-
tion pipeline needs a source Image and a target
Image. One fitting pedestrian from the source
Image 1s copied with the information of the
semantic label. It is then inserted in the target
Image at a position that produces a challen-
ging scenario for pedestrian detection. In this
example the pedestrian is placed where the
traffic sign should occlude him. To achieve the
real occlusion and to remove some copy-paste
artifacts additional post processing steps are
needed.
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Figure 1: Augmentation Pipeline

Post processing steps
The copy-paste style augmentation pipeline
Introduces several artifacts that need to be
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removed to generate a realistic pedestrian in

the target image. One of the more advanced
problems is to get the occlusion right. Fig. 2
shows the steps needed get the occlusion of the
inserted pedestrian correctly. Image a) shows
the pedestrian who clearly should be occluded
by the car. To get the needed depth for this task,
the network MiDaS [3] is used which can predict
the depth based on a camera image shown In
image b). Fused with the semantic image, that

Is either given with the labels or predicted with
a semantic segmentation network [4] given in
image c), we can assign the correct depth value
to the inserted pedestrian. It I1s assumed that
the ground iIs flat. With that assumption the
depth value Is given by the median depth of the
pixels visualized red in image d). As shown in
image e) the depth and the semantic masks can
be used to cut the pedestrian which results In a

realistic occlusion as seen in image f).

Figure 2: Process to solve the occlusion problem
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